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ABSTRACT
We report J, H, and K photometry of 86 stars in 40 Ðelds in the Northern Hemisphere. The Ðelds are

smaller than or comparable to a 4@] 4@ Ðeld of view and are roughly uniformly distributed over the sky,
making them suitable for a homogeneous broadband calibration network for near-infrared panoramic
detectors. K magnitudes range from 8.5 to 14 and J[K colors, from [0.2 to 1.2. The photometry is
derived from a total of 3899 reduced images ; each star has been measured, on average, 26.0 times per
Ðlter on 5.5 nights. Typical errors on the photometry are D0.012 mag.
Key words : methods : data analysis È techniques : photometric

1. INTRODUCTION

The widespread availability of near-infrared (NIR)
panoramic detectors has rendered possible many scientiÐc
programs that were unfeasible with single-element photom-
eters. New and more sophisticated data acquisition and
reduction techniques have successfully exploited the capa-
bilities of the new technology while, at the same time,
photometric calibration has generally relied on older preex-
isting standard networks based on ““ 1 pixel ÏÏ photometry.
Such networks include the South African Astronomical
Observatory system of Glass expanded and rational-(1974),
ized by Carter and comprising probably the(1990, 1995)
most comprehensive and best-observed list available ; the
Mount Stromlo Observatory system deÐned by Jones &
Hyland now more or less supplanted or(1980, 1982),
absorbed into the Anglo-Australian Observatory (AAO)
system (Allen & Cragg the ESO system (Engels1983) ; 1981 ;
Bouchet, Schmider, & Manfroid and the system1991) ;
which appears to the greatest extent to have inherited the
original mantle of the photometry of H. L. Johnson in the
1960s, the CIT (Caltech/Cerro Tololo) system of Frogel et
al. updated by Elias et al. This last system(1978), (1982).
forms the basis of the unpublished, but widely used, hybrid
standard-star set maintained at the 3.8 m UK Infrared Tele-
scope (UKIRT).

All these comprise relatively bright stars suitable for pho-
tometry at small- and medium-sized telescopes with instru-
ments that do not have the limited well capacities of array
elements. However, when observed with array detectors
even on moderate-sized telescopes, stars with K [ 7.5
produce saturated pixels unless defocused or observed in
nonstandard modes with extremely short on-chip integra-
tion times, neither of which stratagem is conducive to
precise and homogeneous calibration.

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
1 Current address : California Institute of Technology, Mail Stop

105-24, Pasadena, CA 91125.
2 Current address : Centro per lÏAstronomia Infrarossa e lo Studio del

Mezzo Interstellare, CNR, Largo Enrico Fermi 5, I-50125 Firenze, Italy.

The ““ UKIRT faint standard stars ÏÏ (Casali & Hawarden
upon which the calibration of this work is based,1992),

comprise a new set of much fainter stars chosen and
observed at UKIRT to facilitate observations with panor-
amic detectors with limited dynamic range. However, they
are relatively few in number and isolated, occur mostly
around the celestial equator, and many are too faint to be
useful for small- or medium-sized telescopes. Only prelimi-
nary results are currently available for the UKIRT faint
standard stars, although this situation is actively being
remedied by the expansion and reobservation of the list at
UKIRT.

We present here a set of J, H, and K photometric mea-
surements, obtained with the Arcetri NICMOS3 camera,
ARNICA. The photometry comprises 86 stars in 40 Ðelds
observable from the Northern Hemisphere. The selection of
the standard Ðelds is described in followed by a dis-° 2,
cussion of observing and data reduction techniques in ° 3.

presents the photometry and a comparison withSection 4
other photometric systems.

2. SAMPLE FIELDS

The sample was designed around the capabilities of the
large-format NICMOS and InSb arrays mounted in
cameras at small- to medium-sized telescopes. In particular,
stars with relatively faint K magnitudes were required

with as wide a color range as possible(8.5[K [ 14.0),
Moreover, the calibrated stars([0.2[J[K Z 1.0).

should be situated in relatively uncrowded Ðelds so as to
avoid confusion and facilitate Ðeld identiÐcation. At the
same time, more than one calibrated star should be avail-
able in a 2@] 2@ Ðeld of view (FOV). Finally, the range in
apparent position was chosen to provide good sky coverage
for Northern Hemisphere sites with latitudes between 35¡
and 45¡.

To facilitate initial calibration and minimize the e†ects of
color terms, we selected a set of 15 SAO stars with spectral
type A0 and V magnitudes of roughly 9. These SAO stars
are distributed uniformly in right ascension and have a dec-
lination of about 40¡. The similarity of A star NIR and
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TABLE 1

ARNICA STANDARD-STAR PHOTOMETRY

COORDINATES (J2000.0)
STAR OTHER NUMBER OF

NAME DESIGNATION a d J (d
J
) H (d

H
) K (d

K
) J[K H[K NIGHTSa

AS 01-0 . . . . . . FS 02 00 55 09.9 00 43 13 10.716 (0.005) 10.507 (0.010) 10.470 (0.003) 0.25 0.04 6, 6, 6
AS 02-0 . . . . . . SAO 054271 00 55 58.6 39 10 09 8.775 (0.006) 8.771 (0.012) 8.770 (0.009) 0.01 0.00 5, 6, 6
AS 03-0 . . . . . . FS 03 01 04 21.6 04 13 39 12.606 (0.011) 12.729 (0.008) 12.827 (0.013) [0.22 [0.10 6, 6, 6
AS 04-0 . . . . . . FS 04 01 54 37.6 00 43 01 10.555 (0.004) 10.301 (0.005) 10.277 (0.006) 0.28 0.02 5, 5, 5
AS 04-1 . . . . . . . . . 01 54 43.4 00 43 59 12.371 (0.021) 12.033 (0.020) 11.962 (0.025) 0.41 0.07 4, 3, 4
AS 05-0 . . . . . . FS 06 02 30 16.4 05 15 52 13.232 (0.009) 13.314 (0.007) 13.381 (0.010) [0.15 [0.07 8, 7, 8
AS 05-1 . . . . . . . . . 02 30 18.6 05 16 42 14.350 (0.013) 13.663 (0.011) 13.507 (0.009) 0.84 0.16 7, 8, 8
AS 06-0 . . . . . . SAO 038218 02 41 03.6 47 41 28 8.713 (0.010) 8.694 (0.014) 8.674 (0.010) 0.04 0.02 8, 8, 8
AS 07-0 . . . . . . FS 07 02 57 21.2 00 18 39 11.105 (0.013) 10.977 (0.009) 10.946 (0.010) 0.16 0.03 6, 6, 7
AS 08-0 . . . . . . SAO 056596 03 38 08.3 35 10 52 8.744 (0.011) 8.723 (0.014) 8.697 (0.012) 0.05 0.03 5, 5, 6
AS 08-1 . . . . . . . . . 03 38 12.0 35 10 11 8.772 (0.011) 7.836 (0.018) 7.570 (0.017) 1.20 0.27 5, 5, 5
AS 08-2 . . . . . . . . . 03 38 08.3 35 09 38 9.728 (0.011) 9.121 (0.015) 8.995 (0.016) 0.73 0.13 5, 5, 6
AS 09-0 . . . . . . SAO 013053 04 11 05.8 60 10 21 8.432 (0.012) 8.380 (0.014) 8.340 (0.011) 0.09 0.04 6, 6, 6
AS 09-1 . . . . . . . . . 04 11 06.2 60 09 39 11.546 (0.015) 10.923 (0.016) 10.730 (0.015) 0.82 0.19 6, 6, 6
AS 10-0 . . . . . . FS 11 04 52 58.9 [00 14 41 11.349 (0.011) 11.281 (0.009) 11.259 (0.006) 0.09 0.02 8, 8, 7
AS 11-0 . . . . . . SAO 058110 05 29 55.5 39 38 59 9.151 (0.009) 9.181 (0.010) 9.183 (0.011) [0.03 [0.00 7, 8, 8
AS 11-1 . . . . . . . . . 05 30 02.0 39 37 49 11.299 (0.009) 10.342 (0.015) 10.051 (0.008) 1.25 0.29 7, 6, 6
AS 12-0 . . . . . . FS 12 05 52 27.4 15 53 23 13.700 (0.018) 13.812 (0.015) 13.884 (0.011) [0.18 [0.07 5, 4, 3
AS 12-1 . . . . . . . . . 05 52 21.5 15 52 44 11.241 (0.007) 10.931 (0.018) 10.866 (0.020) 0.38 0.06 3, 4, 4
AS 13-0 . . . . . . FS 13 05 57 07.5 00 01 11 10.517 (0.005) 10.189 (0.005) 10.137 (0.005) 0.38 0.05 9, 9, 8
AS 13-1 . . . . . . . . . 05 57 10.4 00 01 38 12.201 (0.019) 11.781 (0.007) 11.648 (0.009) 0.55 0.13 5, 5, 5
AS 13-2 . . . . . . . . . 05 57 09.5 00 01 50 12.521 (0.008) 12.101 (0.005) 11.970 (0.006) 0.55 0.13 5, 5, 5
AS 13-3 . . . . . . . . . 05 57 08.0 00 00 07 13.345 (0.015) 12.964 (0.017) 12.812 (0.012) 0.53 0.15 5, 4, 4
AS 14-0 . . . . . . SAO 013747 06 11 25.4 61 32 15 8.688 (0.013) 8.623 (0.014) 8.590 (0.007) 0.10 0.03 6, 6, 6
AS 14-1 . . . . . . . . . 06 11 29.9 61 32 05 9.871 (0.015) 9.801 (0.015) 9.755 (0.011) 0.12 0.05 6, 6, 6
AS 15-0 . . . . . . NGC 2264 06 40 34.3 09 19 13 10.874 (0.007) 10.669 (0.010) 10.628 (0.008) 0.25 0.04 8, 9, 10
A S15-1 . . . . . . . . . 06 40 36.2 09 18 60 12.656 (0.011) 11.980 (0.010) 11.792 (0.011) 0.86 0.19 9, 9, 8
AS 15-2 . . . . . . . . . 06 40 37.9 09 18 41 13.711 (0.014) 12.927 (0.017) 12.719 (0.012) 0.99 0.21 8, 9, 8
AS 15-3 . . . . . . . . . 06 40 37.9 09 18 19 14.320 (0.015) 13.667 (0.017) 13.415 (0.015) 0.91 0.25 8, 7, 8
AS 16-0 . . . . . . FS 14 07 24 15.3 [00 32 50 14.159 (0.021) 14.111 (0.011) 14.305 (0.017) [0.15 [0.19 5, 4, 4
AS 16-1 . . . . . . 07 24 14.3 [00 33 05 13.761 (0.020) 13.638 (0.005) 13.606 (0.021) 0.15 0.03 5, 4, 4
AS 16-2 . . . . . . . . . 07 24 15.4 [00 32 49 11.411 (0.010) 11.428 (0.017) 11.445 (0.008) [0.03 [0.02 5, 4, 4
AS 16-3 . . . . . . . . . 07 24 17.2 [00 32 27 13.891 (0.012) 13.855 (0.011) 13.818 (0.011) 0.07 0.04 5, 4, 3
AS 16-4 . . . . . . . . . 07 24 17.5 [00 33 07 11.402 (0.015) 11.106 (0.019) 11.043 (0.009) 0.36 0.06 4, 4, 4
AS 17-0 . . . . . . NGC 2419 07 38 15.5 38 56 16 14.353 (0.012) 14.039 (0.015) 13.983 (0.016) 0.37 0.06 6, 5, 5
AS 17-1 . . . . . . . . . 07 38 19.1 38 55 17 12.434 (0.009) 12.077 (0.012) 12.027 (0.017) 0.41 0.05 6, 6, 6
AS 17-2 . . . . . . . . . 07 38 16.6 38 57 13 14.745 (0.012) 14.124 (0.012) 13.871 (0.016) 0.87 0.25 5, 5, 3
AS 17-3 . . . . . . . . . 07 38 10.7 38 57 11 13.077 (0.007) 12.782 (0.010) 12.706 (0.006) 0.37 0.08 6, 6, 4
AS 17-4 . . . . . . . . . 07 38 08.2 38 56 01 14.459 (0.018) 13.795 (0.014) 13.430 (0.018) 1.03 0.37 5, 5, 5
AS 18-0 . . . . . . FS 15 08 51 05.8 11 43 47 12.741 (0.008) 12.402 (0.004) 12.338 (0.013) 0.40 0.06 8, 8, 8
AS 18-1 . . . . . . . . . 08 51 03.5 11 45 03 10.769 (0.024) 10.614 (0.014) 10.575 (0.014) 0.19 0.04 4, 6, 6
AS 19-0 . . . . . . FS 17 08 51 19.7 11 52 11 12.670 (0.014) 12.334 (0.013) 12.263 (0.004) 0.41 0.07 5, 5, 6
AS 19-1 . . . . . . . . . 08 51 21.8 11 52 38 10.095 (0.017) 9.794 (0.013) 9.746 (0.010) 0.35 0.05 4, 4, 5
AS 19-2 . . . . . . . . . 08 51 20.2 11 52 48 12.745 (0.019) 12.488 (0.024) 12.437 (0.012) 0.31 0.05 4, 4, 5
AS 20-0 . . . . . . SAO 042804 09 19 27.5 43 31 46 9.551 (0.012) 9.519 (0.007) 9.497 (0.015) 0.05 0.02 9, 9, 9
AS 21-0 . . . . . . SAO 062058 10 28 42.1 36 46 18 9.061 (0.007) 9.043 (0.015) 9.031 (0.007) 0.03 0.01 6, 7, 9
AS 22-0 . . . . . . FS 21 11 37 05.6 29 47 59 12.966 (0.005) 13.038 (0.010) 13.158 (0.007) [0.19 [0.12 7, 7, 8
AS 23-0 . . . . . . SAO 119183 12 02 53.5 04 08 47 8.889 (0.010) 8.847 (0.009) 8.828 (0.010) 0.06 0.02 6, 7, 6
AS 24-0 . . . . . . SAO 015832 12 35 15.6 62 56 57 9.398 (0.009) 9.345 (0.009) 9.338 (0.010) 0.06 0.01 5, 6, 6
AS 25-0 . . . . . . FS 33 12 57 02.4 22 02 01 14.029 (0.008) 14.134 (0.010) 14.195 (0.009) [0.17 [0.06 5, 4, 5
AS 26-0 . . . . . . FS 23 13 41 43.6 28 29 51 13.000 (0.015) 12.455 (0.012) 12.379 (0.010) 0.62 0.08 7, 7, 8
AS 26-1 . . . . . . . . . 13 41 47.2 28 29 49 12.120 (0.016) 11.527 (0.016) 11.428 (0.016) 0.69 0.10 7, 8, 8
AS 27-0 . . . . . . FS 24 14 40 07.0 00 01 45 10.910 (0.015) 10.781 (0.007) 10.761 (0.010) 0.15 0.02 5, 4, 5
AS 27-1 . . . . . . . . . 14 40 07.3 00 02 23 12.991 (0.015) 12.677 (0.024) 12.608 (0.019) 0.38 0.07 4, 3, 4
AS 28-0 . . . . . . SAO 064525 15 09 20.3 39 25 49 8.455 (0.010) 8.378 (0.014) 8.372 (0.008) 0.08 0.01 7, 7, 8
AS 29-0 . . . . . . FS 25 15 38 33.3 00 14 19 10.234 (0.005) 9.842 (0.013) 9.760 (0.009) 0.47 0.08 5, 5, 5
AS 29-1 . . . . . . . . . 15 38 30.6 00 14 21 13.904 (0.017) 13.566 (0.019) 13.503 (0.020) 0.40 0.06 5, 3, 4
AS 30-0 . . . . . . FS 27 16 40 41.6 36 21 13 13.505 (0.004) 13.197 (0.011) 13.141 (0.014) 0.36 0.06 4, 4, 4
AS 30-1 . . . . . . . . . 16 40 41.6 36 21 13 12.497 (0.017) 12.157 (0.011) 12.175 (0.021) 0.32 [0.02 3, 3, 3
AS 31-0 . . . . . . FS 28 17 44 06.8 [00 24 58 10.744 (0.008) 10.644 (0.005) 10.602 (0.004) 0.14 0.04 6, 6, 6
AS 31-1 . . . . . . . . . 17 44 06.2 [00 24 22 12.504 (0.010) 12.131 (0.011) 12.048 (0.007) 0.46 0.08 6, 6, 6
AS 31-2 . . . . . . . . . 17 44 06.2 [00 24 22 13.290 (0.009) 12.633 (0.011) 12.476 (0.010) 0.81 0.16 5, 5, 4
AS 32-0 . . . . . . SAO 017946 18 36 10.5 65 04 30 8.017 (0.018) 7.917 (0.012) 7.925 (0.014) 0.09 [0.01 4, 4, 4
AS 33-0 . . . . . . FS 35 18 27 13.6 04 03 10 12.220 (0.004) 11.834 (0.005) 11.739 (0.009) 0.48 0.09 4, 4, 5
AS 33-1 . . . . . . . . . 18 27 12.4 04 02 16 13.180 (0.009) 12.477 (0.004) 12.343 (0.008) 0.84 0.13 4, 4, 5
AS 33-2 . . . . . . . . . 18 27 15.5 04 03 34 13.724 (0.024) 13.271 (0.023) 13.168 (0.014) 0.56 0.10 4, 4, 5
AS 34-0 . . . . . . SAO 048300 19 17 34.5 48 06 02 8.443 (0.019) 8.434 (0.003) 8.436 (0.019) 0.01 [0.00 3, 3, 3
AS 35-0 . . . . . . SAO 070237 20 35 11.2 36 08 49 8.625 (0.009) 8.544 (0.011) 8.524 (0.006) 0.10 0.02 3, 4, 4
AS 36-0 . . . . . . FS 29 21 52 25.3 02 23 33 13.168 (0.013) 13.242 (0.007) 13.301 (0.007) [0.13 [0.06 4, 4, 4
AS 36-1 . . . . . . . . . 21 52 26.2 02 24 41 13.538 (0.028) 13.049 (0.012) 12.960 (0.014) 0.58 0.09 3, 4, 4
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TABLE 1ÈContinued

COORDINATES (J2000.0)
STAR OTHER NUMBER OF

NAME DESIGNATION a d J (d
J
) H (d

H
) K (d

K
) J[K H[K NIGHTSa

AS 36-2 . . . . . . . . . 21 52 22.4 02 24 32 14.246 (0.014) 13.847 (0.014) 13.737 (0.008) 0.51 0.11 4, 4, 4
AS 36-3 . . . . . . . . . 21 52 21.4 02 23 14 14.165 (0.004) 13.607 (0.009) 13.333 (0.022) 0.83 0.27 4, 3, 4
AS 36-4 . . . . . . . . . 21 52 25.4 02 23 35 15.312 (0.008) 14.769 (0.006) 14.514 (0.022) 0.80 0.26 4, 4, 4
AS 37-0 . . . . . . SAO 072320 22 25 20.7 40 09 38 8.669 (0.017) 8.678 (0.009) 8.635 (0.009) 0.03 0.04 5, 5, 5
AS 37-1 . . . . . . . . . 22 25 19.8 40 08 06 11.020 (0.026) 10.516 (0.014) 10.399 (0.011) 0.62 0.12 3, 3, 3
AS 38-0 . . . . . . FS 30 22 41 44.7 01 12 36 11.932 (0.006) 11.988 (0.009) 12.027 (0.010) [0.09 [0.04 5, 6, 4
AS 38-1 . . . . . . . . . 22 41 46.4 01 11 52 12.994 (0.004) 12.657 (0.012) 12.588 (0.020) 0.41 0.07 4, 5, 4
AS 38-2 . . . . . . . . . 22 41 50.2 01 12 43 11.355 (0.023) 11.026 (0.014) 10.991 (0.013) 0.36 0.04 4, 5, 4
AS 39-0 . . . . . . FS 31 23 12 21.2 10 47 06 13.808 (0.008) 13.929 (0.002) 14.011 (0.009) [0.20 [0.08 5, 5, 4
AS 39-1 . . . . . . . . . 23 12 20.7 10 46 36 15.033 (0.022) 14.333 (0.004) 14.045 (0.018) 0.99 0.29 4, 4, 4
AS 40-0 . . . . . . NGC 7790 23 58 50.2 61 10 02 11.051 (0.013) 10.408 (0.013) 10.240 (0.013) 0.81 0.17 7, 8, 8
AS 40-1 . . . . . . . . . 23 58 43.2 61 10 26 11.900 (0.012) 11.097 (0.011) 10.861 (0.008) 1.04 0.24 7, 8, 7
AS 40-2 . . . . . . . . . 23 58 59.7 61 10 26 11.477 (0.018) 10.569 (0.014) 10.314 (0.018) 1.16 0.26 4, 4, 4
AS 40-3 . . . . . . . . . 23 58 57.5 61 09 46 10.578 (0.015) 9.966 (0.011) 9.785 (0.008) 0.79 0.18 6, 6, 6
AS 40-4 . . . . . . . . . 23 58 53.6 61 11 02 10.356 (0.015) 9.695 (0.008) 9.516 (0.007) 0.84 0.18 7, 7, 7
AS 40-5 . . . . . . . . . 23 58 43.2 61 09 42 9.488 (0.013) 9.418 (0.007) 9.405 (0.008) 0.08 0.01 6, 6, 8

NOTE.ÈUnits of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds.
a The three numbers refer to the number of nights in each band, J, H, and K, respectively. The number of nights may di†er between bands because of lack

of measurements and may di†er between stars of a given Ðeld because of bad pixels or positioning of the Ðeld on the detector.

visual magnitudes makes possible an instantaneous initial
rough calibration and provides easy consistency checks. A
stars have the further advantage that they tend not to be
variable and, notwithstanding their relatively faint infrared
magnitudes, are easily visible at the telescope.

Because we wanted to exploit the two-dimensional capa-
bility of panoramic detectors, we added to the list Ðelds
taken from the CCD standard stars given in Christian et al.

These Ðelds comprise a large range in optical magni-(1985).
tude, are minimally crowded and are observable with a
2@] 2@ FOV. All of the Ðelds are in the vicinity of star
clusters.

Stars selected from the UKIRT faint standard-star
system (Casali & Hawarden were used as primary1992)
calibration sources. We extracted from the UKIRT list of
faint standard stars those stars with declinations º0¡ and
with K magnitudes J[K colors for this subset rangeZ8.5 ;
from [0.2 to 0.6. The UKIRT list comprises optical stan-
dard stars from ““ selected areas ÏÏ (Landolt Hubble1983),
Space Telescope calibration objects (Turnshek et al. 1990),
and stars in M67 (Eggen & Sandage and in the globu-1964)
lar clusters M3 (NGC 5272) and M13 (NGC 6205). Stars
surrounding the nominal calibration stars in the UKIRT
Ðelds were used as program objects and were processed in
the same way as the A star and CCD Ðelds mentioned
above.

Our goal was to calibrate as many stars as possible
within the central FOV of the camera observations. Many
of the central stars proved to be relatively isolated, so that
the mean number of stars per Ðeld is The list of ÐeldsZ2.
with coordinates of the individual stars for which we
obtained photometry is given in The coordinatesTable 1.
were determined from the Digitized Sky K-bandSurvey.3
Ðnding charts for the 40 Ðelds are illustrated in Figure 1.
ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ

3 The Digitized Sky Surveys were produced at the Space Telescope
Science Institute under US government grant NAGW-2166. The images of
these surveys are based on photographic data obtained using the Oschin
Schmidt Telescope on Palomar Mountain and the UK Schmidt Telescope.
The plates were processed into the present compressed digital form with
the permission of these institutions.

3. OBSERVATIONS AND DATA TREATMENT

J (1.2 km), H (1.6 km), and K (2.2 km) broadband images
of the standard-star Ðelds were acquired with the Arcetri
NIR camera, ARNICA, mounted at three telescopesÈthe
1.5 m f/20 Gornergrat Infrared Telescope the(TIRGO) ;4
2.56 m f/11 Nordic Optical Telescope and the 1.8(NOT) ;5
m f/9.5 Vatican Advanced Technology Telescope (VATT).6
Data were obtained on 31 photometric nights in six runs
from 1992 December to 1997 April ; only 10 of these nights
were dedicated exclusively to this project.

The camera, ARNICA, relies on a NICMOS3 256] 256
1È2.5 km HgCdTe scientiÐc-grade array and provides a
4@] 4@ FOV with 1A pixels at the TIRGO and 2@] 2@ with

pixels at the VATT and the NOT. Details of the camera0A.5
design and implementation are given in Lisi et al. (1993,

and details of the characterization of the detector and1996),
camera performance in Hunt et al. (1994a, 1996).

For each observation with each Ðlter, the center of the
Ðeld was placed in Ðve di†erent positions on the array : the
Ðrst near the center and the remaining four in the center of
each of the four quadrants. For J and H, sky frames were
used as the Ñat-Ðeld correction. To account for telescope
emissivity at 2 km, K-band observations were instead
reduced using di†erential Ñat Ðelds obtained independently.
Tests showed that these procedures minimize the residual
(after Ñat-Ðeld correction) spatial variation in the photo-
metry (see All the data reduction was carried outAppendix).

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
4 TIRGO (Gornergrat, Switzerland) is operated by CAISMI-CNR,

Arcetri, Firenze, Italy.
5 NOT is operated on the island of La Palma jointly by Denmark,

Finland, Norway, and Sweden at the Spanish Observatorio del Roque de
los Muchachos of the Instituto de AstroÐsica de Canarias, Tenerife, Spain.

6 VATT, located at the Mount Graham International Observatory in
Arizona, is composed of the Alice P. Lennon Telescope and the Thomas J.
Bannan Astrophysics Facility, both operated in major part by an
endowment fund of the Vatican Observatory Foundation, in part by the
Vatican Observatory, and in part by the University of Arizona.



FIG. 1.ÈK-band Ðnding charts. The Ðeld of view (FOV) is roughly 4@] 4@, and a 1@ segment is shown in the top left panel in each page of the Ðgure ; AS 39
has a smaller FOV, but the same scale, as suggested by the white border. The Ðnding charts are oriented with north up and east to the left. Central stars are
labeled with a ““ 0,ÏÏ and Ðeld stars, with arbitrary sequential numbers, as also listed in Table 1.
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FIG. 1.ÈContinued

with the ARNICA data reduction package (Hunt et al.
in the environment.1994c) IRAF7

The images acquired in the Ðrst two (commissioning)
runsÈabout one-third of the databaseÈshowed a residual
spatial variation in the photometry that was subsequently
rectiÐed by a modiÐcation in the camera optics. To correct
for this e†ect in those runs, an empirical second-order Ñat-
Ðeld correction was applied to each image as described in
Hunt et al. We have checked that this pro-(1994b, 1996).
cedure produces no systematic trends relative to the later
data.

3.1. Photometry
Virtual aperture photometry was performed for each of

the di†erent positions separately. The technique of moving
the telescope to place the star in di†erent positions on the
array implies that Ðve measurements are available for the
central stars, but Ðeld stars may have fewer measurements
because they may fall outside the array. Note that we used
relatively large apertures in order to encompass possible
faint stars within 10A of the program stars. Images with
discrepant values for the photometry were checked to
evaluate e†ects of any bad pixels, and these were either
corrected, when possible, or eliminated from further con-
sideration.

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
7 The Image Analysis and Reduction Facility (IRAF) is distributed by

the National Optical Astronomy Observatories, which are operated by
Association of Universities for Research in Astronomy, Inc., under coo-
perative agreement with the National Science Foundation.

Observations of the UKIRT faint standard stars
throughout the night were used to determine the nightly
““ zero point ÏÏ (ZP) for each band. From Ðve to eight stars
from the UKIRT faint standard-star list were observed each
night together with the program stars. Most of the program
star observations were obtained at 1.6 air masses or less,
and every attempt was made to observe the calibrating stars
over the same range in air mass as the program stars. Atmo-
spheric extinction was corrected for by Ðtting simulta-
neously, for each band for each run, an extinction coefficient
common to all nights and a ZP that varied from night to
night. Typical extinction coefficients are roughly [0.06, 0.0,
and [0.04 mag per air mass at J, H, and K, respectively.

In total, we calibrated 86 stars in 40 Ðelds in J, H, and K
Ðlters ; the photometry is reported in The ÐnalTable 1.
values for the photometry of the program stars were deter-
mined by combining in a weighted average all the measure-
ments corrected for extinction from the di†erent nights of
observation. The errors listed in are the errors onTable 1
the mean. The exact prescription for these calculations is
given in the For a few stars (e.g., AS 16-1 and ASAppendix.
39-1), the errors in one band are much smaller than the
errors in the remaining bands ; these small errors probably
result from an observed scatter that is fortuitously small,
and thus the larger errors in the remaining bands may be a
more realistic estimate of the quality. We note that the
colors in the table are merely the di†erences of the mean
magnitudes, as we determined the photometry in each Ðlter
band separately, instead of giving precedence to one band
and determining mean colors.
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4. RESULTS AND DISCUSSION

The Ðnal database contains 6551 photometric measure-
ments from 3899 reduced images. On average, stars have
been observed 26.0 times per Ðlter on 5.5 di†erent nights,
but a few have been observed on only three nights (see

and these should probably be used with moreTable 1),
discretion than the rest. The median (mean) error in the
photometry in is 0.012 (0.013), 0.011 (0. 012), andTable 1
0.011 (0.012) mag in J, H, and K, respectively. No photo-
metric value in the Table has a formal error greater than
0.028 mag, and standard deviations of the ensemble of
values used to calculate the photometry are always ¹0.05
mag. illustrates this quality assessment. For aFigure 2
given star, the measurements taken in the same night are
not considered as statistically independent values, since
they were calibrated with the same ZP and, in a given Ðve-
position set, reduced with interdependent sky frames.

We note that the Ðlling factor of the NICMOS3 array is
roughly 95%. The projected pixel dimension at all tele-
scopes was typically half the typical seeing width, so that
the mean photometric error due to an incompletely Ðlled
array element is (McCaughrean and should[0.1% 1988),
be negligible relative to the other sources of scatter.

The J[H and H[K colors for the stars listed in Table 1
are shown in It can be seen from the Ðgure that theFigure 3.

stars in our data set span a wide range in spectral type,
notwithstanding the initial selection of a preponderance of
A stars. The J[K color ranges from [0.2 to makingZ1.2,
possible accurate evaluations of color transformations
between this photometry and other work.

We have checked for correlations of reported errors with
J[K color or magnitude and Ðnd no trend with color. The
only (very weak) correlation is with K-band errors and K
magnitude such that errors are larger for fainter stars. This
is not unexpected behavior, since the faintest stars su†er the
most from the large K-band background (typically 12È12.5
mag arcsec~2) and the consequent uncertainty in its sub-
traction. Although our data are well suited to searches for
variability, given the long (month/years) timescales spanned
by our observations, we found no convincing evidence for
variation. Nevertheless, a more deÐnitive statement awaits
long-term monitoring, in particular, of the reddest stars.

4.1. Comparison with UKIRT Photometry and
Transformation Equations

Of the 86 stars in 22 are UKIRT faint standardTable 1,
stars (denoted as ““ FS ÏÏ in and were used to cali-Table 1),
brate the photometry. The residuals for these stars were
deÐned, similarly to the magnitudes of the program stars, as
the mean di†erence, over all the nights of observation,

FIG. 2.ÈHistograms of J, H, and K errors for the photometry reported in number of measurements (frames), and number of di†erent nights.Table 1,
Numbers of measurements and nights are shown for the K band only. The calculation of the errors of the mean d shown in the left panels is described in the
Appendix.
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FIG. 3.ÈJ[H vs. H[K colors for the stars listed in The solidTable 1.
line traces the main sequence (Koornneef and the dotted lines, the1983),
giants and supergiants. A unit V -magnitude extinction is shown by the
arrow in the bottom right-hand corner. The isolated point with J[H D 0
and H[K D [0.2 is FS 14.

between the nightly ZP and the ZP of the star itself. Their
magnitudes, in the system described here, were determined
from the sum of the nominal UKIRT magnitudes and the
mean residuals. The mean residuals of the UKIRT faint
standard stars (omitting FS 14 ; see below) are 0.001,
[0.0004, and [0.004 in J, H, and K, respectively, and with
rms di†erences of 0.012, 0.013, and 0.019. We therefore
measure no signiÐcant o†set between the ARNICA photo-
metry reported here and the UKIRT system from which it
was derived.

Of the 22 UKIRT faint standard stars, three stars, FS 14,
FS 21, and FS 33, have signiÐcant nonzero residuals relative
to the published UKIRT photometry (Casali & Hawarden

The star with the largest residual (*H \ [0.061 mag1992).
with S/N \ 2.5), FS 14, is also the faintest star used as a
calibrator. Hence, it was subsequently treated as a program
object and removed from the list of calibrators ; for all
nights in which it was observed, the nightly calibration was
redone and the photometry recalibrated.

We have attempted to derive a color transformation
equation between the photometry published here and the
original UKIRT system. (A transformation equation
between UKIRT and CIT has been published in Casali &
Hawarden The ARNICA J-, H-, and K-band[1992].)
residuals (in the sense ARNICA[ UKIRT) for the UKIRT
calibrator stars and UKIRT J[K color were Ðt with
weighted regressions. (FS 14 was omitted from this oper-
ation.) The only (possibly) signiÐcant nonzero slope is for J
with this regression is*J \[0.015(J[K)UKIRT ] 0.0046 ;
shown as a dashed line in (bottom). Although theFigure 4

FIG. 4.ÈJ-, H-, and K-band residuals shown as a function of UKIRT
J[K ; the sense is ARNICA (this paper) [ UKIRT. Error bars are the
quadrature sum of the errors associated with the original UKIRT photo-
metry (Casali & Hawarden and the errors shown in1992), Table 1.
Residuals constant with J[K color are shown by dotted lines, and the
lower panel shows the weighted regression (dashed line) of J-band residuals
with J[K color. Also indicated are the three stars with signiÐcant
residuals as described in the text.

ARNICA J Ðlter may be slightly redder than the UKIRT
one, as suggested by the above equation, the data used to
determine the regression are not suited to this kind of
analysis. The color excursion of the UKIRT FSs is limited
(J[K D [0.2[0.6), and there is a trend between color and
magnitude such that the bluest stars are also the faintest
and thus subject to the largest uncertainty. We caution,
therefore, that these values for a J-band color transform-
ation should be considered as very preliminary.

5. CONCLUSIONS AND SUMMARY

We have presented new NIR photometry for 86 stars in
40 Ðelds. The sky coverage is relatively uniform and ideal
for observatories with On average, stars have beend Z 30¡.
observed on more than Ðve di†erent nights, and typical
errors on the photometry are 0.012 mag. We Ðnd some
indication of a color transformation between the ARNICA
(NICMOS) photometry reported here and the original
UKIRT (InSb) system, but a deÐnitive statement awaits a
larger data set designed speciÐcally to determine such a
transformation.

The sta†s of TIRGO, NOT, and VATT helped make
these observations possible. We are grateful to Colin Aspin,
Mark Casali, and Tim Hawarden for insightful comments
and useful advice, to Professor Gianni Tofani for his gener-
osity in funding the expenses of publication, and to an
anonymous referee for helpful criticism and comments on
an earlier version of this paper.

APPENDIX

CALCULATION OF THE MEANS AND ERRORS IN TABLE 1

There are two main sources of error or uncertainty in our data : residual spatial variation in the photometry (that is to say,
after the Ñat-Ðeld correction) and variation in the atmospheric transparency. In order for our error estimate to be reliable, we
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must be able to separate these e†ects and realistically assess their impact. We note that residual spatial variation is observed
only with the optics used at TIRGO. The largest amplitude e†ect was observed in the commissioning runs (1992È1993) and
was corrected for by an empirically determined Ñat Ðeld mentioned in the main text, and described in detail in Hunt et al.

The TIRGO optical train was then modiÐed, and typical subsequent runs at TIRGO are characterized by roughly 0.05(1996).
mag scatter, a value that comprises both atmospheric and spatial variation. Runs at the VATT and the NOT do not show
measurable spatial variation in the photometry.

We describe here how the individual measurements were combined into the Ðnal mean magnitudes reported in TheTable 1.
nightly magnitudes for each star and their associated errors are described Ðrst, followed by the description of the Ðnal
averages. As noted in the text, in each Ðlter a single observation consists of at least Ðve frames (““ measurements ÏÏ) with the star
placed in di†erent positions on the array. In what follows, p will be used to denote exclusively the standard deviation of a
given ensemble. The errors we associate with a given value will be denoted by d.

First, the variation in the atmospheric transparency for each night was determined by the global Ðt over an entire run ofp
tthe extinction coefficients and nightly ZP at unit air mass. The photometry used for this Ðt was averaged over position and,

thus, as long as this averaging procedure is free of systematics, it should be independent of spatial variation. The Ðt gives
nightly ZPs with formal errors, and these last deÐne p

t
.

The residual spatial variation in the photometry was managed by using, when possible, positional ZPs to separately(ZP
p
)

calibrate the program star measurements at each position. Such a procedure does not change the nightly mean, but reduces
the impact of any spatial variation in the photometry, which is at least partially compensated by the equivalent spatial
variation in the calibrator. If on a given night n we have measurements of a given star, then we can deÐneI

n
f
*
(p, n)

where subscript p indicates the position on the array. The nightly mean magnitude wasm
p,n\ [2.5 log f

*
(p, n)] ZP

p,n, m
ndetermined by a simple average over the measurements Typically, is 5 for central stars and less for Ðeld starsI

n
m

p,n. I
nsufficiently distant from the central one.

The variance on the ensemble resulting from any residual spatial variation can be written asm
p,n

p
p
2\ p

xp
2 ] pZPp2 ] 2p

xp,ZPp ,

where we have deÐned and are the spatial variances of the and respectively, andx
p,n4 [2.5 log f

*
(p, n) ; p

xp
2 pZPp2 x

p
ZP

p
,

is the covariance of the and If the photometry varies spatially, then and are anticorrelated, and thep
xp,ZPp x

p
ZP

p
. x

p
ZP

pcovariance term reduces accordingly. If the use of positionally-dependent ZPs is not possible (for example, in the case of thep
pÐeld stars), then takes into account the increased scatter introduced by any spatial variation.p

p
2

The Ðnal nightly error associated with was deÐned as the quadrature sum of the transparency variation thed
n

m
n

p
t
,

uncertainty on the ZP given by where is the number of calibrators observed on the nth night, and the residualp
t
/NFS NFSspatial variation (error on the mean) :

d
n
\ Jp

t
2] p

t
2/NFS] p

p
2/I

n
.

The global mean of a given star reported in is simply the weighted average SmT of over all the nights ofTable 1 m
nobservations, where the weights are given by The error d we associate with the Ðnal photometry is the error of the mean1/d

n
2.

deÐned relative to the weighted average (as opposed to the simple average that would minimize, by deÐnition, the scatter). We
chose d instead of the error of the weighted mean because the former is proportional to the observed Ðnal scatter of the data,
while the latter is determined exclusively by our estimate of the nightly errors.

REFERENCES
D. A., & Cragg, T. A. 1983, MNRAS, 203,Allen, 777

P., Schmider, F. X., & Manfroid, J. 1991, A&AS, 91,Bouchet, 409
B. S. 1990, MNRAS, 242,Carter, 1
B. S., & Meadows, V. S. 1995, MNRAS, 276,Carter, 734
M. M., & Hawarden, T. G. 1992, JCMT-UKIRT Newsl., No. 4,Casali, 33

C. A., Adams, M., Barnes, J. V., Butcher, H., Hayes, D. S.,Christian,
Mould, J. R., & Siegel, M. 1985, PASP, 97, 363

O. J., & Sandage, A. R. 1964, ApJ, 140,Eggen, 130
J. H., Frogel, J. A., Matthews, K., & Neugebauer, G. 1982, AJ, 87,Elias,

1029
D., Sherwood, W. A., Wamsteker, W., & Shultz, G. V. 1981, A&AS,Engels,

45, 5
J. A., Persson, S. E., Aaronson, M., & Matthews, K. 1978, ApJ, 220,Frogel,

75
I. S. 1974, Mon. Notes Astron. Soc. South Africa, 33, 53,Glass, 71
T. J., & Hyland, A. R. 1980, MNRAS, 192,Jones, 359
1982, MNRAS, 200,ÈÈÈ. 509

L., Lisi, F., Testi, L., Ba†a, C., Borelli, S., Maiolino, R., Moriondo,Hunt,
G., & Stanga, R. M. 1996, A&AS, 115, 181

L., Maiolino, R., & Moriondo, G. 1994a, The Commissioning of theHunt,
Arcetri Near-Infrared Camera ARNICA: I. Characterization of the
Detector (Arcetri Obs. Tech. Rep., 2/94)

L., Maiolino, R., Moriondo, G., & Testi, L. 1994b, The Commis-Hunt,
sioning of the Arcetri Near-Infrared Camera ARNICA: II. Broad-Band
Astronomical Performance (Arcetri Obs. Tech. Rep., 3/94)

L., Testi, L., Borelli, S., Maiolino, R., & Moriondo, G. 1994c, TheHunt,
Commissioning of the Arcetri Near-Infrared Camera ARNICA: III.
Techniques for Broad-Band Acquisition and Reduction (Arcetri Obs.
Tech. Rep., 4/94)

J. 1983, A&A, 128,Koornneef, 84
A. U. 1983, AJ, 88,Landolt, 439

F., Ba†a, C., Biliotti, V., Bonaccini, D., Del Vecchio, C., Gennari, S.,Lisi,
Hunt, L., Marcucci, G., & Stanga, R. M. 1996, PASP, 108, 364

F., Ba†a, C., & Hunt, L. 1993, in Proc. SPIE, 1946,Lisi, 594
M. J. 1988, Ph.D. thesis, Univ.McCaughrean, Edinburgh

D. A., Bohlin, R. C., Williamson, R. L., II, Lupie, O. L., &Turnshek,
Koornneef, J. 1990, AJ, 99, 1243



THE ASTRONOMICAL JOURNAL, 119 :985, 2000 February
2000. The American Astronomical Society. All rights reserved. Printed in U.S.A.(

ERRATUM: ““NORTHERN JHK STANDARD STARS FOR ARRAY DETECTORS ÏÏ
[ASTRON. J. 115, 2594 (1998)]

L. K. HUNT AND F. MANNUCCI

Centro per lÏAstronomia Infrarossa e lo Studio del Mezzo Interstellare, CNR

L. TESTI, S. MIGLIORINI, AND R. M. STANGA

Dipartimento di Astronomia, di FirenzeUniversità
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The Ðnding chart for one Ðeld (AS 30) and the published coordinates of six stars are incorrect. The
new chart (Fig. 1) and a table of new coordinates (Table 1) are given below. All of the magnitudes given
in the original Table 1 are correct. Neither the analysis nor the results of the paper are a†ected by these
changes. The revised Table 1 and the revised ensemble of Ðnding charts are available from L. K. H.

FIG. 1.ÈK-band Ðnding chart for AS 30. The Ðeld of view is and the orientation is north up, east to the left. The central star is labeled with a3@.8 ] 3@.8
““ 0, ÏÏ and the Ðeld star with a ““ 1.ÏÏ

TABLE 1

ARNICA STANDARD-STAR POSITIONS

COORDINATES (J2000.0)
STAR OTHER

NAME DESIGNATION a d

AS 16-0 . . . . . . FS 14 07 24 14.3 [00 33 05
AS 16-1 . . . . . . . . . 07 24 13.1 [00 32 54
AS 30-1 . . . . . . . . . 16 40 36.6 36 22 40
AS 31-2 . . . . . . . . . 17 44 04.9 [00 24 11
AS 36-0a . . . . . . FS 29 21 52 25.4 02 23 20
AS 36-3 . . . . . . . . . 21 52 21.8 02 22 51

NOTE.ÈUnits of right ascension are hours, minutes, and
seconds, and units of declination are degrees, arcminutes, and
arcseconds.

a This star, also known as G93-48, has high proper motion :
(23.0,[303.0) mas yr~1.
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